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Abstract

We show that allocation of ownership matters even in a long-term relationship where
problems of opportunism are less severe unless agents are very patient. Ownership
structure is chosen to give the agents best incentives to cooperate. The optimal
control structure of the static game restricts the gain from deviation to be the lowest
but also the punishment will be minimal. The worst ownership structure of the one-
shot game is good in the repeated setting, because it provides the highest
punishment but bad, because the gain from deviation is also the highest. We show
that when investment costs are very elastic partnership and a hostage-type solution
arise in equilibrium. While when costs are moderately elastic the results of the one-
shot game apply.
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agents, optimal control structure.
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1 Introduction

Partnership, the main organizational form in professional services industries,
has long been a puzzle for the economists. According to the present theory
there is a more efficient way to organize production: no sharing rule can
implement efficient actions in a partnership while efficiency can be attained
by hiring a third party to "break the budget” (Holmstrom (1982)). Further,
in the incomplete contracting theory of the firm (Grossman and Hart (1986)
and Hart and Moore (1990}) joint ownership is a dominated structure. We
show that when the agents care about their reputation partnership can be
not only efficient but better than any other organizational form.!

The incomplete contracting theory of the firm is based on agents’ oppor-
tunistic behaviour - self-interest seeking with guile in Williamson’s (1985)
terminology.?> When there are quasi rents from the relationship due to firm-
specific investments and high transaction costs prevent writing a complete
contract holdup problem typically arises. An agent pays full cost of the
investment but part of the value is expropriated in ex post bargaining. Ac-
cording to this theory ownership rights should be allocated to minimize the
holdup problem. However, the behaviour we observe in the real world is not
always opportunistic: workers are loyal to their employers, firms offer good
quality products to their customers etc. Macaulay (1963) finds in his survey
on contractual relations in business that:

" Businessmen often prefer to rely on 'man’s word’ in a brief letter,
a handshake, or 'common honesty and decency’ - even when the
transaction involves erposure to sertous risks.” -

This kind of behaviour can be explained by reputation concerns. When
the one-shot gain from opportunistic behaviour is outweighed by the loss of
trust in the future we should observe loyalty and honesty. The situations that
involve firm-specific investments are exactly the ones where we would expect
long term relationships to predominate and where reputation effects should
matter. Can we avoid holdup problem under any ownership structure? Is

'In Radner (1986) partnership can be efficient in a repeated game but it is not excplained
why partnership would be better than any other organizational form.

2Williamson (1975) and (1985), Klein, Crawford and Alchian (1978), Grossman and
Hart (1986), Hart and Moore (1990) and Bolton and Whinston (1993).



there any scope for allocation of ownership in the long term relationship?
These are the issues raised in this paper. Repeated game is a natural way to
analyse reputation effects.

We show that allocation of ownership indeed matters even in & repeated
relationship unless agents are very patient. Two types of equilibria exist: one
where partnership and a hostage solution are optimal and second where the
results of the static game apply.

According to the incomplete contracting theory ownership increases an
agent’s bargaining power by raising her outside option. The ownership rights
— outside options — should be allocated so that the agents have best incen-
tives to invest in firm-specific human capital. Now if under some allocation
the ownership of an asset does not affect its owner’s outside option (at the
margin) then we should reallocate this asset to an agent to whom it is useful;
an asset should improve its owner’s incentives. This principle gives some
nice results on the optimal ownership structure in the static setting.3 One
important determinant i8 the degree of complementarity between the assets;
strictly complementary assets should be owned together while for economi-
cally independent assets independent control is optimal. The second result
relates to the importance of agent’s investment; if only one agent has an
investment she should own all assets. Lastly, if an agent is very important
as a trading partner, i.e. indispensable to an asset, then he should own this
asset.

In the static game we allocate ownership to give the agents the highest
outside options. In the dynamic game the ownership structure is chosen to
give the agents best incentives to cooperate. The best ownership structure is
such that the gain from cheating is lowest relative to the punishment. The
worst ownership structure of the one-shot game (no outside options) has the
advantage in the repeated game that it provides the highest punishment; the
joint surplus is the lowest in the punishment path. However, the highest
punishment does not imply that cooperation would be most sustainable. It
is also true that when the punishment is highest so is the gain from devi-
ation. When an agent cheats in investment the cooperation breaks down
immediately: the surplus will be divided noncooperatively. When there are
no outside options the bargaining will result in an even split of the surplus;
the deviant gets half of the surplus generated by the opponent’s first-best in-

3These are the results of Hart and Moore (1990).



vestment and gains a lot from deviation. While when the agents have outside
options then the deviant cannot extract as much as half of the value of the
efficient investment in bargaining and therefore gains less from cheating. The
trade-off present in the repeated game is the following. Ownership structure
with no outside options is good because it provides the highest punishment
but bad because the gain from cheating is also the highest. The optimal
control structure of the static game restricts the gain from deviation to be
the lowest but also the punishment will be minima].

An ownership structure that maximizes punishment is optimal when the
investment costs are very elastic. Partnership with a unanimity clause guar-
antees maximal punishment. The agents cannot use the assets unless they
reach a unanimous agreement; cheating would lead to an outcome with very
low surplus in the future. Partnership is optimal if compared to the opti-
mal structure of the one-shot game the relative increase in the punishment
is greater than the relative increase in the gain from deviation. When in-
vestment costs are very elastic the gain from cheating is high; the agents
can make a big cost saving by cheating. In the same time punishment is
relatively low; the first-best surplus is not much greater than the noncoop-
erative one when the high investment is expensive. When the gain is high
and the punishment is low it is easier to obtain a higher relative change in
punishment. It is optimal to put all the weight in maximizing punishment
although then also the gain from deviation will be the highest; partnership is
optimal. Reputation effects thus provide a new explanation for partnerships.

Separating strictly complementary assets or giving all the control rights
to a noninvesting agent are equally good ways of providing maximal punish-
ment. These are hostage type solutions to prevent opportunism as discussed
in Klein (1980) and Williamson (1983} and (1993). Franchising provides an
example of hostages: sometimes the franchisor requires franchisees to rent
from them short term the land on which their outlet, is located (Klein (1980)).
Dnes (1992) found that five out of the fifteen franchisors in his sample control
the leases of franchisees. A similar practice can be found in the petroleum
coke industry: the producers both sell coke to the calciner, and own and lease
the land on which the plant of the calciner is built (Goldberg and Erickson
(1982)}. Also in some petrol stations oil companies own the pumps and the
underground tanks while the retailer owns the land and the building.*

4This equilibriurn has not always been sustained. It hag happened in Finland that after



When investment costs are moderately elastic the results of the one-shot
game broadly apply. These results were given at the beginning of the intro-
duction. The optimal contrel structure of the static game gives the agents
the highest possible outside options and therefore best restricts the gain from
deviation. For not very elastic investment costs the gain from deviation is low
and the punishment is high and it is easier to induce higher relative change
in the gain; thus it is optimal to minimize the gain from deviation. Inter-
estingly the predictions of the one-shot and the repeated game do not fully
coincide in this parameter range: integration is less likely in the repeated
game. Klein (1980) and Coase (1988) suggest that reputation and integra-
tion are substitutes in dealing with the problem of opportunism. They refer
to models where the benefit of integration is reduced holdups and the costs
of integration are something else (for example arising from bureaucracy).
Clearly then reputation concerns make integration less likely; the benefits
are lower and the costs have not changed. In our model both the benefits
and costs of integration change and it is not a priori clear which way the
reputation effect goes. It turns out that integration is less likely which is
consistent with Coase’s and Klein’s conjecture.

The rest of the paper is organized as follows. A numerical example is
presented in Section 2. Section 3 introduces our main model where only
one agent has an investment. Section 4 briefly discusses the results of the
one-shot game. The repeated game is analysed in Section 5. In Section 6 we
extend the model to include investment by both agents. Section 7 discusses
related literature.

2 An Example

We start with a simple numerical example. There is one asset, a, and two
agents, 1 and 2. Ex ante agent 1 makes an investment in specific human
capital. The investment can take three values: 0, 150, or 300. The cost of
the investment is 0, 90, or 40+ respectively where 5 < v < 6. Accordingly
the highest investment, 300, maximizes the joint surplus.® Asset a is essen-
tial to agent 1. her investment has no value unless she has access to the

disagreements oil companies have torn away their pumps and dug cut their tanks.
5The assumption v < 6 guarantees that the highest investment is efficient and v > 5 is
required for the costs to be convex.



asset. Agent 2 does not have an investment but he is important as a trading
partner: without his contribution agent 1 can realize only % of the value of
her investment (that is, either 0, 50, or 100). Due to high transaction costs
ex ante contracts can be written only on the allocation of ownership. We
compare two ownership structures: joint ownership and agent 1 control. In
ex post bargaining the agents split the difference.

Under joint ownership the agents have to reach a unanimous agreement
on the use of the asset. Therefore in the one-shot game agent 1 receives
only half of the value of her investment which does not cover its cost (both
3150 < 90 and 1300 < 40v). 1 will not invest and the joint surplus is equal to
zero. When agent 1 owns the asset she receives 2 of the value (2 = 1(1 4 )
Then 1 will choose the medium investment, 150, since 2150 > 90 and 2300
< 40. The joint surplus is equal to 60 and 1's share of it is equal to 10. The
prediction of the one-shot game is that the only investing agent should own
the asset.

When the trading relationship is repeated rather than one-shot the agents
may support first best by the following trigger strategy. Agent 1 implicitly
agrees to make the first-best investment and agent 2 in turn agrees to pay a
transfer equal to 1’s payoff in the one-shot game plus the cost of the first-best
investment. Any deviations will trigger the outcome of the one-shot game
as punishment: splitting the difference in bargaining and underinvestment
by agent 1. The only way agent 2 can punish is by not paying the promised
transfer but instead split the difference. If I cheats in investment, 2 observes
it and starts the punishment already in the second half of the same period.
Agent 1 chooses the cheating investment taking into account that the sur-
plus will be divided by the split-the-difference rule. Therefore the cheating
investment and the payoff from cheating equal to their levels in the one-shot
game. While if agent 1 makes the first-best investment, 2 pays her the one-
shot payoff plus her investment cost. Accordingly agent 1 has no incentive
to cheat.

Under joint ownership if cooperation is sustained agent 2’s payoff is (300-
40) per period: he pays the investment cost (40y) and 1's one-shot payoff
(0) and receives the rest of the surplus. However, by refusing to pay the
promised transfer to agent 1 he can extract more surplus. In fact, he can
obtain half of the value of 1's investment, that is 150. But if 2 cheats in
this period, from next period on 1 will not invest and 2 receives zero payoff.
Agent 2 does not cheat if and only if the discounted payoff stream from the

5



eflicient behaviour exceeds the payoff stream from the deviation path:

1
m(soo — 40y} > 150 (1)

where § is the discount factor. Equation (1) is equivalent to:

6 > (40 ~ 150)/150. (2)

When agent 1 owns the asset agent 2 has to pay her (40y +10) to imple-
ment first-best investment. This leaves him with (290 - 40vy). By cheating
agent 2 could obtain 100 (=1300) but would get only 50 (=3150) in the
following periods. Agent 2 will not cheat if and only if:

1 é
T—:—S(290 —40y) > 100+ 13 (3)

which is equivalent to

§ > (40y — 190)/50. (4)

Accordingly, joint ownership — the worst structure of the static game —
implements first best for a greater range of discount factors than agent 1
control if and only if the right-hand-side of (2) is smaller than the right-
hand-side of (4), that is iff ¥ > 5;. While agent 1 control is optimal for
v < 5%.

To understand this result we have constructed Table 1 which gives the
gain (G) and the loss (L) from deviation under the two structures. The gain
shows how much more agent 2 can obtain by cheating than by cooperating:
he does not have to pay the investment cost but receives a smaller share of
the value of the investment. The loss describes how much lower the payoff
is in the punishment path relative to cooperation: the gross surplus is lower -
due to underinvestment but there is a cost saving

joint ownership agent 1 control
G | 1300 — (300 — 407) = 40y ~ 150 | 3300 — (290 — 40y) = 40 — 190
L | 300 - 40y (290 — 40v) — 3150 = 240 — 40y
Table 1




The best ownership structure is such that the gain from cheating is lowest
relative to the loss. We can see from Table 1 that joint ownership implements
a higher loss for the cheater but the gain from deviation will be higher too.
The loss is greater since the investment drops to zero rather than 150 and
the gain is greater since agent 2 can extract half rather than } of the value
of 1’s efficient investment.

How does v affect the incentives to cooperate? It is easy to see from
Table 1 that the gain from deviation is increasing in y. When the first-best
investment becomes more expensive (-y increases) agent 2 has to pay a higher
transfer to agent 1 to implement efficient investment. Since the value of the
investment has not changed 2’s payoff is now lower under cooperation. On
the other hand 2’s deviation payoff is unchanged since it is not related to
investment costs. Therefore the gain from deviation is higher. Table 1 also
shows that the loss from deviation is decreasing in 4. The drop in surplus
after deviation is smaller when the efficient surplus is not very high in the
first place.

Since the best ownership structure is such that the gain from cheating is
lowest relative to the loss joint ownership is optimal if moving from agent 1
control to joint ownership increases the punishment relatively more than the
gain from deviation. In this example the relative increase in the punishment
is 60/(240-40-y) while the relative increase in the gain is 40/(40y -190). When
7 is high the gain is high and the punishment is low. Therefore it is easier to
obtain a higher relative change in the punishment. (Note that the absolute
changes do not in fact depend on +.) Then joint ownership which maximizes
punishment is optimal. When + is low the opposite is true: the gain is low
and the punishment is high. Then it is optimal to put all the weight in
minimizing the gain since higher relative changes are easier to obtain there
and agent 1 control is optimal.

In the rest of the paper we show that the prediction of this example is
general. For continuous investment 7 has the interpretation of cost elasticity.
When the investment costs are very elastic joint ownership is optimal and
when the costs are moderately elastic the predictions of the static game hold.
This result applies also when both agents have an investment.



3 The Model

Qur stage game is a simplified version of Hart and Moore (1990). We analyse
a setup where worker 1 uses asset a; to supply worker 2 who in turn uses asset
a; to supply consumers. Ex ante worker 1 makes an investment in human
capital which is specific to asset a;. We model the investment as agent 1
directly choosing the value of the investment, v. The investment makes the
worker more productive in using the asset. The worker for example learns to
know better the properties of the asset or the environment the firm operates
and can therefore geperate more surplus. The investment can be either cost
reducing or value enhancing. The cost of the investment to worker 1 is ¢(v}).
We make the following assumptions about the cost of investment:

Assumption 1. ¢(0) =0, d(v) > 0 and ¢"(v) > 0

For simplicity we assume that agent 2 does not have an investment. His
contribution to the joint surplus is a fixed value, V. This assumption is re-
laxed in Section 6 where we analyse investments by both agents. Accordingly
the joint surplus is equal to:

V4+v—cv). (5)

Investment in hurman capital is assumed to be too complex to be described
adequately in a contract. It is observable to both agents but not verifiable
to third parties like the court. Therefore agent 1 chooses the investment
noncooperatively. We also assume that it is very difficult to describe the
required input characteristics or worker’s duties ex ante. As a result the
input trade and wage are also ex ante noncontractible. We also rule out
profit-sharing agreements.® Ex ante contracts can only be written on the
allocation of ownership. The possible ownership structures are nonintegration
(each asset is owned by its worker), integration by agent i (agent i owns
both assets), joint ownership {the agents jointly own both assets) and cross
oumnership (agent 1 owns asset a; and 2 owns a;).

The assets do not necessarily fully rely on each other but there can be
other suppliers/customers available. When each agent owns the asset she
works with, worker 1 can produce the input and sell it to an outsider and

5Gee Hart and Moore (1990) for the justification of these assumptions.



worker 2 can buy input from an outsider and produce final good from it. The
value of this trade to agents 1 and 2 is assumed to be puv and pV respectively.
The value of i depends on the relationship between the assets. When the as-
sets are strictly complementary, then i = 0. This can be a physical property
— e.g. a building and the land on which it locates are strictly complementary
— or an economic relationship: there are no alternative suppliers/customers.
The assets are economically independent when agent i can realize the full
value of the investment without asset a; and agent j. In this case g = 1.
When the assets are economically independent 1’s input is in no way specific
for 2 who can obtain equally good input from alternative suppliers. Also 1
has alternative customers who value the input as much as agent 2.

If an agent owns both assets she can work alone with them and sell the
final good to the customers. If agent 1 is the owner the value of the trade
without agent 2's contribution is Ax{v + A,) and if 2 is the owner the value
is \j(V + A;). A is related to the vatue of asset a; without its worker. The
value of A; depends on the importance of agent i as a trading partner. If
agent 1 is indispensable to asset a; so that giving the control of a; to agent j
(who already owns a;) does not enhance the surplus he can generate on his
own, then A; = u. If agent i is dispensable so that agent j could replace her
by an outsider without loss of value, then A; = 1. g is the lowerbound for A;;
an agent cannot do worse when she owns both assets than when she owns
only one.

When an agent does not control any asset on her own (nonowning worker
of an integrated firm or a partner in joint ownership) she has an outside
option to work for another firm. We assume that asset a, is essential to
worker 1 (or 1’s investment is fully specific to e,) so that the outside wage
does not depend on her investment. Without loss of generality we normalize
this fixed wage to zero.

Under cross ownership agent ¢ can use asset a; for outside trade which
has value pA;. This value does not depend on 1's investment because she
does not have access to her essential asset.

We summarize the agents’ outside options in Assumption 2. We denote
by v(i, A) the value agent ¢ can generate on her own when she controls a set
A of assets.



Assumption 2. »(i,8) =0, v(1, {a,}) = pv, v(2, {as}) = 4V, v(i, {a;}) =
#A;, v(1,{a1,02}) = Aa(v+A;) and v(2, {a1,a2}) = M(V+A)) fori,j=1,2
and t # 7.

Assumption 3. 0 < u< A <1l fori=1,2,0< A, <Aand0< A < V.

Assumption 3 says that the marginal value of investment is increasing
in the number of agents and assets. The assumption furthermore ensures
superadditivity: under any ownership structure the joint surplus is at least
as great as the sum of the agents’ outside options.

Ex post the uncertainty is resolved and the agents negotiate a spot con-
tract on the input trade or the services of non-owning workers. The invest-
ment is observable to both agents at the time of bargaining and therefore
efficient bargaining solution will be reached. The only source of inefficiency
in this model arises from the possible underinvestment. The incentive of the
bargaining parties to reach agreement is driven by the risk of breakdown
of negotiation. This will result in the ”split-the-difference” rule where each
agent gets half of the gains from trade.” Finally, production occurs and the
final good is sold to the customers. This completes the description of the
stage game.

In our dynamic model the stage game described above is always repeated
one more period with high probability. At date 0 the agents write a contract
on the allocation of ownership to maximize the joint surplus. The contract
can give the ownership of an asset to the same agent(s) for all the game or
induce changes in ownership. Given our assumptions about contractibility
the only event this contract can be contingent on is time. Skills depreciate
and the environment changes and further investments can be made in the
beginning of each period. We make the extreme assumption that the invest-
ment depreciates fully before the next period begins. In the second half of
the period the gains from trade are realized and the spot contract on the
division of surplus is written.

"Binmore, Rubinstein and Wolinsky (1986) and Sutton {1986).



4 QOne-Shot Game

In this section we briefly examine the static game. Equation (6) gives the
joint surplus maximizing investment, v*:

1-d(v) =0 (6)

Since ex ante contracts on input trade or wage cannot be written, the
bargaining takes place after the investment is made. Agent 1 foresees that
part of the surplus she generates by her investment is expropriated in ex
post bargaining while she pays the fufl cost of investment. Therefore under-
investment (holdup) typically arises. Ownership is allocated to induce the
highest investment. Below we give the outcome of the bargaining game and
the incentives to invest under each owmership structure.

Under nonintegration (NI} the owners negotiate a two-part tariff on the
input trade. The unit price is equal to marginal cost and the bargaining
is over the fixed fee. The bargaining Wl].l result in the following division of
surplus:

PN = pyv 4 (1—p)(v+ V) —e(v) (M
1
P =pV+ (- p)v+V) ®)
Accordingly the incentive for investing is:
1
S+ 4) — (o) =0 9)

It is easy to see from equation (9) that the investment is the greater the
less complementary the assets are {the higher is g). When the assets are
economically independent (pz = 1) agent 1 has first-best incentives.

Under integration by agent 1 (1I) the owner of both assets can unilaterally
decide to transfer input at marginal cost but she has to bargain with agent
2 for his services. The payoffs for the agents are:

Plu = /\2(0 + Az) + % [(1 — ,\2)1) + V- /\2142] - C(‘U) (10)
P = 2 [(1- 2)v 4V — dads (11)

11



The investment is given by:

S(14+2) — () =0 (12)

The investment is the greater the more dispensable the worker is (the higher is
Az). In the limit when the worker is fully dispensable (A2 = 1), then the owner
has first-best incentives. When the worker is indispensable (A, = p), then the
investment is equal under nonintegration and agent 1 control. Assumption
3 ensures that agent 1’s investment is at least as great when she owns both
assets than when she owns only cne (A; > u ).

Under integration by agent 2 (21), cross ownership (CO) and joint own-
ership (JO) agent 1 can realize the value of her investment only by reaching
an agreement with agent 2; her investment has no value if she does not have
access to her essential asset. Under integration by 2 and cross ownership
agent 2 owns asset a; and under joint ownership the agents have to reach a
unanimous agreement to use the assets. Therefore agent 1 receives only half
of the value of her investment at the margin and the investment is given by:

5~ ) =0 (13)

Since any fixed outside options do not affect the incentives the size of the
surplus is equal in these three structures — the division of surplus differs in
general.

In this setup the ownership decision is very simple. We should allocate
ownership to give the investing agent 1 the highest incentives, that is to give
her the highest outside option related to investment. Since by assumption
Az 2 p, concentrating ownership of both assets in 1’s hands gives her the
best incentives and generates the highest surplus (see first order conditions
(9), (12) and (13)). If the assets are economically independent (u = 1} or
agent 2 is indispensable (A; = g), then nonintegration and integration by
agent 1 are equally good. Furthermore, joint ownership, cross ownership and
integration by agent 2 are strictly dominated for any u and A, > 0.8

SWhen A; = u = 0 all ownership structures are equally good.



5 Repeated Game

When the agents are in a long term relationship and care about the future, the
holdup problems described in the previous section should not be so severe. In
this section we analyse when the efficient investment can be supported using
the trigger strategy and reversion to the Nash equilibrium of the static game
as punishment. Obviously if the agents are very patient (discount factor is
close to one) first best can be supported under any ownership structure. We
are interested in situations when the agents are not completely patient and
our aim is to find an ownership structure that guarantees first best for the
greatest range of discount factors.?

Agent 1 implicitly agrees to make the efficient investment and both agents
implicitly agree to share the surplus according to (P}, P;). (The sharing
rule will be determined later.) Deviation from either investment or sharing
rule will trigger punishment from the opponent for the rest of the game.
In particular, if agent 1 cheats in investment the cooperation breaks down
already in the second half of the day!'®: the surplus will be divided as in the
static game, not according to the efficient sharing rule. Also if there is no
deviation in investment but an agent does not agree to follow the sharing
rule (P}, Py}, then bargaining will result in the split-the-difference rule. The
trigger strategy for agent 1 is:

e in period 1 choose v* and follow (F}, Py)
o if (PF, P7) in 1,2,...,¢t-1, then choose v* and follow (P}, P5) in ¢

e if not (P}, P;) in t-1, then choose vV and apply (PN, PV} in £,t+1,...
where superscript N refers to the Nash equilibrium of the static game

o if not (P}, 3} in t, then apply (P, PY) in ¢,t+1,... and choose vV in
t+1.642,...

%Klein {1988) also suggests that reputation effects can limit holdup problems. The
agents write such an initial contract that they are likely to be within the "self-enforcing
range” where reputation effects work. We show that the self-enforcing range depends on
the ownership structure.

1ONote that by cooperation we refer to efficient behaviour: first-best investment and
sharing rule. Of course this is a noncooperative game. Note also that even during pun-
ishment the agents get together and make the deal but the investment is lower and the
division of surplus is different.

13



and for agent 2:

o ifv=1v"in 1,2,...,t and (P}, P3) in 1,2,...,t-1, then follow (P}, F5) in ¢

e if either v % v* in ¢ or not (P}, P}) in ¢t-1 or ¢, then apply (P, PJ) in
ti+1,...

Note that the only relevant information about the previous pericd when
a new period begins is whether there was or was not deviation. Whether
the deviation was in investment or sharing rule does not matter. This also
means that the extensive form and the outcome of the bargaining game for
the static model (as proposed in Sutton (1986)) is appropriate also here for
the punishment phase. Whether the agents reach an agreement or fail to do
so and have to take the outside option this period does not change the rest
of the game. The next period starts from the same node.

It is easy to see that cheating in investment dominates cheating in shar-
ing rule for agent 1. When 1 deviates in investment, she chooses her invest-
ment taking into account that the surplus will be divided with the split-the-
difference rule. (The deviation investment is thus equal to the investment
in the one-shot game.) By definition this is more than making the first-best
investment and then switching to the split-the-difference rule. Only when
agent 1 does not have an incentive to cheat in investment (she has first-best
incentives even in the one-shot game) might she choose to deviate in sharing
rule. Obviously agent 2 can cheat only in sharing rule since he does not have
an investment.

First best will be supported in equilibrium if and only if the discounted
payoff stream from efficient behaviour exceeds the payoff stream from the
deviation path for both agents.

(T~ cv")] > P +

P! (14
8
HE
where & is the discount factor, 7' is the transfer agent 1 receives from 2
under cooperation, P¢ is i’s one-shot deviation payoff and F? is i’s payoff in
the punishment path. If agent 1 deviates in investment, agent 2 observes it
already in the same period and he will not pay 7T to agent 1. Agent 1 saves in

-—lia[v+u‘—7‘]2P§+ P (15)

14



investment costs but receives now a share of the surplus that is determined
by the split-the-difference rule. Since agent 2 can punish only by sharing
rule and the punishment starts in the same period P{ = PP and there is in
fact no trade-off from gain today versus punishment tomorrow for agent 1.
Equation (14) simplifies to:

T—c(v'y> P (16)
Equation (16} is the incentive compatibility constraint for agent 1 and it does
not depend on the discount factor — not because future would not matter but

because it affects both sides of (16} equally. For example under nonintegra-
tion agent 1 chooses efficient investment if and only if:

T> %(l+p)v‘~"+%(1——p)V—c(vm)+c(v‘) (17)

where v"7 is the punishment investment under nonintegration.

Agent 2’s incentive constraint (15) depends on the discount factor. The
higher share of the surplus goes to agent 1 under cooperation, the more likely
it is that agent 2 will cheat, that is 2 will not pay 7. Therefore the best we
can do is to choose T™ such that {16) is just satisfied. This proves that:

Proposition 1 When only agent I has an invesiment the optimal sharing
rule is:

T* = P{ + ¢(v*)

P! =Ff

Py=V+v —¢(v)— P}

Note that this arrangement gives agent 1 the same surplus as in the
one-shot game and the non-investing agent 2 gets all the benefits from 1’s
higher investment. Agent 2 in effect pays agent 1's investment cost and thus
immplements efficient investment for sure. However, agent 2 may not always
be willing to pay T to agent 1. If agent 2 chooses to cheat in sharing rule,
he does not have to pay T but the transfer is determined in noncooperative
bargaining. His gain from deviation under nonintegration is:

GV = [%(1+u)V+%(l—p)v‘]——(V+v'~—T‘)

- fosar—aot]-fosar -] o
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where G = P§ — P;. This expression is strictly positive for any ™! < v
since v/ is chosen to maximize the first term is square brackets. The same is
true for any ownership structure and therefore agent 2 can gain by cheating;
he can extract more of the value of 1’s efficient investment in bargaining
than by paying 7. If agent 1 has first-best incentives in the one-shot garne
(vN' = v*) there is no reason to deviate for agent 2 either since then he
cannot extract any value of 1's investment in bargaining (see equation (8)).
If agent 2 cheats in sharing rule he gains in this period but from the next
period on the payoff will be lower because agent 1 punishes by choosing lower
investment. Under nonintegration the loss from deviation is equal to:

M =(v+w*Tq“Eu+mv+%u-qu

= [v"—e(v*)] - [vm — c(v"")] (19)

where L = P; — PJ. The loss is strictly positive for any v¥' < v* since
v* maximizes the first term in square brackets. L shows how much lower the
joint surplus will be in the punishment path. If agent 2 is patient enough
the one-shot gain from cheating is outweighed by lower payoff in the future.
Agent 2's incentive constraint (15) simplifies to:

§ > G/(G + L). (20)

The main focus of this paper is on equation (20). The gain and loss from
deviation will differ in general for different ownership structures. Define
¢ = G/(G + L). In what follows we concentrate on finding the control
structure that guarantees first best for the greatest range of discount factors,
that is gives the lowest §. The best ownership structure is such that the gain
from deviation is lowest relative to the loss. Now it becomes clear that the
optimal allocation gives the ownership to the same agent(s) for all the game.
For example giving ownership of the assets to agent 1 for the first ¢ periods
and then making agent 2 the owner for the rest of the game does not improve
the incentives to cooperate in any way (it may do no harm either if § is equal
under both control structures).

It is quite obvious that if agent 1 has first-best incentives even in the
one-shot game (§ = 0) under some ownership structure this must be the
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optimal structure also for the repeated game. This gives our first results on
the optimal control structure:

Proposition 2 (i) If the assets are economically independent (i = 1), then
nonintegration is (weakly) optimal.

(ii) If the non-tnvesting agent 2 is dispensable (A;= 1), then integration
by agent I is {weakly} optimal.

In these cases agent 2 does not have any holdup power over the investing
agent and cannot get any share of the value of 1’s investment in bargain-
ing; therefore agent 1 has always first-best incentives (see equations (9) and
(12)). Next we turn to analyse the optimal ownership structure when there
is underinvestment problem in the one-shot game, that is ¢z and A; < 1. We
know that G and L are strictly positive in this case. Then it is appropriate
to determine the optimal control structure by minimizing the right-hand-
side of (20).1' Furthermore 0 < § < 1; if agent 2 is very patient first best
can be supported under any ownership structure and if 2 is very impatient
underinvestment will occur. '

It turns out that as in the one-shot game any fixed values do not affect the
incentives. (V cancels out in equations (18) and (19).) Only outside options
related to investments and consequently the punishment level of investment
are important. Therefore we can obtain the gain and loss from deviation for
cross ownership, joint ownership and agent 2 control from equations (18) and
(19) by setting p equal to zero and changing the punishment investment to
be appropriate. This proves that:

Lemma 1 §°°© = §/° = 4.

Not only are cross ownership, joint ownership and agent 2 control equiv-
alent but from the point of view of the static game these are the structures
one would not expect to be useful. The common element in these structures
is that they do not give outside option related to investment to agent 1.

Since only the level of punishment investment affects § it is clear that:

Lemma 2 (i) §''(A;) =8"(s) if \a = ps.
(i) 8 (0) =g™'(0) = §°° = §77 = *!.

'When p = 1 then both the numerator and denominator of equation (20} are equal to
zero under nomnintegration and the same is true under integration by agent 1 when A = 1.
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When agent 2 is indispensable (A2 = x) nonintegration and agent 1 con-
trol are equivalent since owning both assets rather than only a, does not
improve 1’s incentives to invest in the punishment path. When the assets
are strictly complementary (1 = 0) and agent 2 is indispensable (A, = 0) nei-
ther nonintegration or agent 1 control provides any outside option to agent 1.
Agent 2 has the maximal holdup power: agent 1 cannot do anything without
agent 2 or asset a;. Then all the ownership structures are equivalent.

Therefore we are left with the question: is § minimized by removing
agent 1's outside option (joint or cross ownership or agent 2 control) or by
giving her an outside option (nonintegration or integration by agent 1)? We
can derive the optimal control structure by examining how the lowerbounds
for the discount factor under nonintegration, §¥/(u), and under integration,
8(X;), move with u and X,. Since Lemma 2 shows that §V! (r)=8(22)
when g = Ay, it is sufficient to concentrate on §V/(z) only. Examining how
i affects §¥1 is like comparing different ownership structures.

We start by analysing the gain and loss from cheating.

Proposition 3 Both the gain and loss from deviation are decreasing in u
under nonintegration.

Proof. Equation (18) gives the gain from deviation under nonintegration.
Total differentiation gives:

4G fdp — [%(1 - c'(v"")] o™ /5 + %(v"f )=t v <0

2
(21)
The investment effect is negligible and therefore we can ignore the first term
in (21). Accordingly, the gain is decreasing in p2. Equation (19) gives the loss
from deviation under nonintegration. By total differentiation we obtain:

1
dLM fdp = — f1 -~ ¢ (wN)] auN fop = —5(L—wdv™ /<0 (22)
The first order condition (9) helps us to determine the sign of this expres-

sion and to simplify it. It is easy to see from (9) that Jv™7 /3y is positive.
Therefore (22) is unambiguously negative. B
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High loss and low gain from deviation would guarantee good incentives to
cooperate. Proposition 3 tells that removing agent 1’s outside option (u = 0)
provides the highest loss. In the punishment path agent 1 receives only half
of the value of her investment at the margin and therefore the punishment
investment and the joint surplus are the lowest possible. Nonintegration
with z = 0 is like joint ownership, cross ownership and agent 2 control which
are the worst structures in the one-shot game. In the repeated game these
structures have the advantage that they provide the highest punishment.

However, the highest punishment does not imply that cooperation would
be most sustainable. Proposition 3 shows that when the punishment is high-
est so is the gain from deviation. When agent 2 deviates in sharing rule the
spot contract will be written with the split-the-difference rule. When there
are no outside options the agents simply split the gross surplus 50:50; the
deviant gets half of the surplus generated by agent 1’s first-best investment
and therefore gains a lot from deviation. While when agent 1 has an outside
option (z > 0) agent 2 can extract less than half of the value of the efficient
investment and therefore gains less from deviation. The optimal ownership
structure of the one-shot game gives the highest possible outside option and
consequently the highest share of the surplus to the investing agent 1 and
therefore best restricts the gain from deviation for agent 2. In the same time
punishment will be minimal because 1’s incentive to invest in the punish-
ment path is maximized. While the worst structure of the static game is
good in the repeated game because it provides the highest punishment but
bad because the gain from deviation is also the highest.

Proposition 3 tells that the gain and loss from deviation move to the same
direction as we change p and it is not immediately clear what is the effect
on §¥/. The change in §¥! is given by:

o8N, |9LM fou| | 8GN! o |
ou = NI - ONT =

T
fv* — c(v*)] = [o™7 = c(v™7)]
%(v‘ — M)

[0+ o = ()] ~ 11 + o — el

(23)
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where = denotes that the expressions have the same sign. The sign of (23)
depends on the difference between the relative changes in the gain and loss.
Both changes are negative and to ease the discussion we have chosen to use
their absolute values. The first term gives the relative change in the loss
from cheating and the second term is the relative change in the gain. If the
gain decreases relatively more than the punishment then §7 is decreasing in
# while when the punishment effect is greater than the gain effect then &M/
is increasing in u. Analysing such a difference is very subtle. Therefore we
introduce an explicit functional form for the investment cost

Assumption 1'. ¢(v) = v" where v > 1
Lemma 3 determines the sign for equation (23).
decreasing in

Lemma 3 §"! is { independent of } u if and only if v
ncreasing in

VIl A
X

Proof. In the Appendix.

Lemmata 1 to 3 help us to construct Figure 1. We also include the impli-
cation of Proposition 2: §¥/(1) = 0. The Figure compares the lowerbounds
for the discount factor under different ownership structures for various values
of the outside option parameters z and \,. This Figure proves to be very
useful in examining the optimal ownership structure.

When costs are very elastic (y > 2) the punishment effect dominates;
a small increase in p will lower the punishment more than the gain and
cooperation becomes more difficult (§V/ increases). While when costs are
moderately elastic (y < 2) the gain effect is more important; a higher p
will lower the gain more than the punishment and cooperation is easier (81
decreases). This is in line with the numerical example in Section 2 where the
investment was discrete.

The result is the same for both discrete and continuous investment but
the effects behind the continuous case are more complex. In the discrete case
the levels of the first-best and punishment investment are fixed and only the
cost of the first-best investment changes in ~. For high values of -y the
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gain from deviation is high and the punishment is low. Since the absolute
changes do not depend on <y moving from joint ownership to agent 1 control
will result in a higher relative decrease in the punishment than in the gain;
S5N7 increases. In the continuous case the levels of investment are not fixed
but adjust to changes in the cost elasticily. When the costs become more
elastic the gap between the efficient and the punishment investment becomes
smaller. Now the important effects are the absolute changes in the gain and
loss due to higher u. We rewrite these changes from equations (21) and (22).

oG Lo« w1
a_#] = S =™ = 5 [o(1) - ()
= sa-mem+30-n290)] (24)
5|30~ — g m =30 -age) (9

where g{-) is the inverse of the marginal cost function, n = 1(1 + u) and
p € (n,1).}2 Higher p increases punishment investment by avN? [Ou=1/2c
and 2's share of it is 3{1 — u) = (1 — n); thus the total effect on the loss is
given in equation (25) Higher p also decreasm 2’3 deviation payoff by jv*
and decreases 2’s payoff from cooperation by v/ since 2 has to compensate
agent 1 the increase in her punishment payoff Equation {24) gives thus the
net effect on the gain from deviation.

Both (24) and (25) in fact describe the change or the rate of change
in investment due to higher slope of the value. In (24) the slope changes
from ; (1+ ) to 1 and in (25) the slope increases a little from (1 + p).
This is why y= 2 is the critical value. Lemma 3 in fact tells that 36"’ /au
has the same sign as ¢ (or —g”). In (24) the change in the slope and
accordingly the change in the investment is not marginal and we need "a
correction term” (the second term). For a convex function the slope tends
to underestimate the increase in the value of the function and the correction
term is positive. Therefore if ¢" is positive, that is ¢ is negative, the change
in the gain is greater than the change in the punishment. While the slope

12We use Taylor series and Lagrange form of the remainder to re-express (24) aund the
inverse function differentiation rule for (25).

22



of a concave function tends to overestimate the increase in the value of the
function and the correction term is negative. Accordingly for positive ¢ the
change in the punishment is greater. It turns out that when the absolute
change in gain is greater, so is the relative change. ! Accordingly, for v > 2
the punishment effect dominates (§"/ is increasing in y) and for vy < 2 the
gain effect dominates (§¥/ is decreasing in ). This leads to our main results.

Proposition 4 Ownership structure that does not quve any outside option
related to investment to agent 1 is optimal if and only if 7> 2, p4<1
and Ay < 1. This can be implemented by Joint ownership, inlegration by
the noninvesting agent 2, cross ownership, or nonintegration with strictly
complementary assets.

Proof. It is immediately clear from Figure 1(a) that for y > 2 §© =
§9° = 6 < §¥" and §70 = §C° = §¥ < 5V when 4 < 1 and Ay <1. Further
QN"(U) .,__QJO — éCO — ézr. [

When costs are very elastic it becomes important to ensure that the
punishment is maximal. Then joint ownership is optimal. The agents have
to reach a unanimous agreement to use the assets. If not they can work for
another firm at zero wage. Therefore the joint surplus is the lowest possible
in the punishment path and cheating would lead to a very bad equilibrium.

Hostage solution is equally good in providing maximal punishment. By
hostage we refer to agent 2 control which removes all the control rights from
the only investing agent. Under agent 2 control 1 does not have access to her
essential asset without the consent of agent 2. The second hostage solution
is separation of strictly complementary assets. Neither agent can walk away
with her asset since the assets are useful only together.

Also cross ownership is equivalent to the above structures in our model.
However, if agent 1’s investment is not fully specific to asset a; but is some-
what useful also for working with asset a; cross ownership does not guarantee
maximal punishment. Then if 1 owns a, she has an outside option related to
her investment while joint ownership and agent 2 control remove 1’s outside
option; cross ownership is not optirmal.

It is also true that now the level of gain is greater than the level of punishment. But
the absolute change in the gain is so much greater than in the punishment that also the
relative change in the gain is greater.
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Proposition 5 Integration by the only investing agent is (weakly) optimal
ify < 2.

Proof. Now Figure 1(b) where v < 2 is appropriate. Since by assumption
XAy > p, 8V is the lowest as the Figure illustrates. M

Proposition 5 tells that when the investment costs are moderately elastic,
the prediction of the one-shot game holds. In this parameter range it is more
important to ensure that the gain from deviation is the smallest possible
although then also punishment is minimal. This will be guaranteed by giving
the ownership of both assets to the investing agent.

Proposition 6 Oumership does not matter if (1) p= Ay =0 or (1) ¥y =2,
p<landA <l

Proof. (i) Follows straightforward from Lemma 2. (i) If v = 2 § is equal
for all ownership structures as Lemmata 2 and 3 show {(if 4 < 1 and A5 < 1).
|

Proposition 6 gives the only two cases when the ownership structure does
not matter. First, if all ownership structures are equivalent in the static
game they will be equivalent in the dynamic game as well. This is the case
when no allocation gives an outside option to agent 1; assets are strictly
complementary and agent 2 is indispensable. Second, we have a more inter-
esting equivalence result when the ownership structures differ in the one-shot
game but the punishment and gain effect exactly offset each other. On the
knife-edge ownership does not matter.

6 Two Investments

We chose a very simple structure for our model to make the main trade-
off in the repeated game clear. In this Section we analyse the first natural
extension: both agents have an investment. We denote agent 1’s and 2’s
investment by v, and v, respectively and assume that the cost of investment
is ¢;{v:) = v] /o where ¥ > 1 and o; > 0.

In this setup both agents can cheat and punish by investment and the
optimal sharing rule is not as simple as in the main model. Propaosition 7
designs a sharing rule such that both agents have best incentives to cooperate.
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Proposition 7 The optimal sharing rule is:
Ff =sPl +(1-3)(S"~ F})
Py =(1-s)P +3(8" - Pf)
where s = (P~ P§)/(P{+ P{ ~ PP — P§) and §* = v +u5~c1 () ~ca(u}).

Proof. When agent i pays a transfer 7" to agent 7 for the input or for the
contribution of the worker, the payoffs are:

Fi=v+vy-T-ay) (26)
Fy=T-¢(vy) (27)
Then agent 7 will cooperate if and only if:

B —oi - w3+ T +cly})

>
&> Pi—p? (28)
Likewise agent j cooperates if and only if:
P —T 4 ¢;(v?)
= 3 LA |
6> PI_PF (29)

Because agent i’s incentive to cooperate is decreasing in T' while j's incentive
is increasing in T, the optimal T gives the agents balanced incentives to
cooperate. Setting the right-hand-sides of equations (28) and (29) equal we
can sotve for T:

o _ B PO [P+ o)) + (P = B) [oi + 05 - P — ca(u)

]
P —F0) + (Ff = F) -0

Inserting 7" in equations (26) and {27) gives the expressions in the Proposi-
tion. W

Neither agent would have an incentive to deviate if they could get their
deviation payoff even under cooperation. Since this is not feasible the best
we can do is to give each agent a certain proportion of her deviation payoff.
It is like agent 1 gets her deviation payoff with probability s and agent 2 gets
his deviation payoff with probability (1 - s) leaving the rest of the surplus,
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(S* — F5), to agent 1. The proportion s is chosen to balance the agent’s
incentives to cooperate. This weight is related to how close the punishment
investment is to the first-best one. For example under nonintegration:

s = (v] = o)/ [0 — o) + (w5 — o'T)]. (31)
If agent 1 is better able to punish agent 2 by investment

(v} — 7'} > (v — v}7) (32)

then s > 1/2 and agent 1 receives a higher proportion of her deviation payoff
than agent 2. In a sense agent 1 is then more important: there is a greater
loss from her cheating than from agent 2’s deviation. Therefore we should
shift more surplus towards her.

Sometimes agent 1 does not have an incentive to deviate in investment:
she has first-best incentives even in the one-shot game (she owns both assets
and agent 2 is dispensable). Then P§ = P§ and s = 0, that is agent 2 gets
his full deviation payoff. This is the same case as we had in our main model;
the noninvesting agent could punish only by sharing rule and therefore the
investing agent got her full deviation payoff which is equal to her punishment
payoff in this case. Here agent 1’s punishment investment is equal to its
efficient level and therefore it provides no punishment.

Inserting the optimal sharing rule of Proposition 7 in (28} or (29) gives
us a lowerbound for the discount factor:

= (G1 + G2)/(G1+ Ga+ L, + L,) (33)

where G is the gain from deviation to agent i and L; is the loss. Now the
best ownership structure is such that the aggregate gain from deviation is
lowest relative to the aggregate punishment. Since we have equalized the
incentives it is the aggregate terms that matter. In the previous section only
agent 2 had an incentive to cheat and there we aimed to minimize agent 2's
gain from cheating relative to the punishment.



Proposition 8 Both the aggregate gain from deviation, (P{+ P2 — S*), and
the aggregate loss, (5* — F{ — Pf), are decreasing in p under nonintegration
and decreasing in A; under integration by agent i.

Proof. In the Appendix.

The same trade-off is present in this version of the model: an ownership
structure that provides maximal punishment will also give the highest gain
from deviation. And restricting the gain from cheating lowers the punishment
as well.

Now when both agents have an investment obviously agent 2 control is not
anymore equivalent to joint ownership and cross ownership; under integration
by 2 an investing agent has control rights. The second difference to our main
model is that nonintegration and integration by agent i are not equivalent
when worker j is indispensable (A; = x). Although #’s investment is equal
under both structures j’s investment will differ and therefore § is not equal.
A new property is also the nonmonotonicity of §/: we can prove that §7(0)
= §"/(1). Lemma 4 summarizes the properties for the lowerbounds.

]2.

870 if and only

Lemma 4 (i) §70 = §°0 =§¥1(0) =6 (0) =§"/(1).
decreasing in

(i) M7 is { tndependent of } i if and only if'y{

tncreasing in
}f ) {

vV IlA

vV IlA

(113} For 0 < p = )A; <1 §M(p) {

,h{ }2_

Proof. In the Appendix.

v IIA
L ——

VoA

Lemma 4 helps us to construct Figure 2 which we use to find the optimal
ownership structure. The resuits are in line with our main model.
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Proposition 9 When both agents have an investment Jjoint ounership, cross
oumership, or separation of strictly complementary assets is (weakly} optimal
ifandonly if y > 2 and u < 1.

Proof. See Figure 2(a) where v > 2. It is immediately clear from the Figure
that 7 = §C < §" and 67° = §°° < §' when 4 < 1. Furthermore
QNI(O) o éJO =,6_CO. N

As in the main model maximizing punishment becomes important when
costs are very elastic and joint ownership and hostage solution are optimal.
The symmetric outcomes (joint ownership and separation of strictly comple-
mentary assets) are more natural predictions here than in our main model
where the role of the agents was very asymmetric. :

Proposition 10 The following statements are true ify<2:

(i) Joint and cross ounership are (weakly) dominated by nonintegration
and integration.

(1) If assets are strictly complementary then nonintegration is (weakly)
deminated by integration.

(141) If agent j is indispensable to asset aj, then integration by agent i is
(weakly) dominated by nonintegration.

Proof. See Figure 2(b) where v < 2. (i) Under joint ownership and cross
ownership § reaches its maximumn. Therefore these structures are dominated.
(i) When assets are strictly complementary (i = 0), the value for §V7 is given
by the intercept in the vertical axis. Therefore §¥ > §. (iii) When agent
j 1s indispensable to asset a;, A; = 4. The Figure shows that then §"7 < &/,
|

As in the main model a control structure that minimizes the gain from
deviation is best when investment costs are not very elastic. Proposition 10
gives the same results as Hart and Moore (1990). One important determinant
for the optimal ownership structure is the degree of complementarity between
the assets; when the assets are strictly complementary they should be owned
together. Also, if an agent is indispensable to an asset then he should own
this asset. Furthermore, joint and cross ownership are dominated.
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In Proposition 10 we considered only the extreme values of the parameters
¢ and ;. It is interesting to examine if the static and repeated game give
exactly the same predictions for all parameter values. For this aim we have
constructed Figures 3 and 4. The Figures are based on nurmerical simulations
of the model. In Figure 3 the relative importance of the investment is in the .
vertical axis (when o,/0; > 1 agent 1’s investment is more important) and
the degree of asset complementarity is in the horizontal axis.!* The predic-
tions for the limit values of parameter are the same: strictly complementary
assets should be owned together and for economically independent assets
there should be independent control. However, for intermediate values of u
there are some differences and in particular nonintegration is more likely in
the repeated game. Figure 3 also shows that the more important an agent’s
investment is the more likely it is that she owns both assets.

In Figure 4 we have the importance of an agent as a trading partner
in the horizontal axis.!® Here we assume for simplicity that the agents are
equally important as trading partners: A = A; = Ay. In the static game
nonintegration dominates when the agents are indispensable (minimum A)
and the more dispensable the agents are the less likely is nonintegration.
We know that in the one-shot game an agent should own the asset to which
she is indispensable. Therefore when both agents are indispensable agent 1
should own asset a; and agent 2 should own asset a;, in other words the
assets should be nonintegrated. The less indispensable the agents are, the
more weight is given to the importance of investment and the more likely it
becomes that an agent with more important investment owns both assets. In
the dynamic game we have the same prediction for the minimum value of as
in the static game: nonintegration dominates for indispensable agents. But
in the dynamic game A has a nonmonotonic effect. However, this property
is not very robust since it did not occur in our main model. Naturally this
effect is driven by the nonmonotonicity of §/. Also Figure 4 shows that
nonintegration is more likely in the repeated game. This observation can be
linked to the discussion about integration and reputation being substitutes
in dealing with the holdup problem (e.g. Klein (1980) and Coase {1988)).
This discussion refers to models where the benefit of integration is reduced
holdups and costs are something else (like arising from bureaucracy). There

MThe Figure is drawn for a given value of A, where 0 < A < 1.
15The Figure is drawn for a given value of p, where 0 < 5 < 1.
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clearly one would expect less integration in a repeated setting; the ben-
efits of integration are lower and costs have not changed. In our model both
the benefits and costs of integration change in the repeated game and it is
not a priori clear which way the reputation effect goes. As Figures 3 and 4
show nonintegration is more likely when v < 2.1¢

7 Related Literature

Garvey (1991) also analyses the effect of reputation on the optimal allocation
of ownership rights in a two-agent two-asset setup. He finds that the basic
result of Grossman and Hart (1986) holds in the repeated setting: an agent
with a much more important investment should own both assets. Garvey
takes ownership as a continuous variable and assumes that the asset returns
accrue to the owner whereas Grossman and Hart assume that ownership in-
cTeases a manager’s bargaining power only by raising his outside option.!”
Thus his model is not in fact a repeated version of Grossman-Hart. Fur-
thermore, Garvey restricts the division of surplus to be the same on and off
the equilibrium path whereas we take into account that other sharing rules
than the outcome of the one-shot bargaining game may be supported under
cooperation. In addition we examine the role of outside options.

Friedman and Thisse {1993} have a related paper to ours. In their model
the firms choose noncooperatively the location in the Hotelling line and then
collude in pricing in the repeated game. They find that the firms will locate
in the middle of the Hotelling line to maximize punishment. Shapiro (1989)
calls this the topsy-turvy principle of tacit collusion: anything that makes
more competitive behaviour credible actually promotes collusion. Another
paper that obtains an inefficient structure from a static point of view as
an equilibrium in a dynamic context is Martimort (1993). He shows that
multiprincipals charter acts as a commitment device against principal’s in-
centives to renegotiate long term agreements. Both these papers obtain the
reverse structure as the only equilibrium. In our model also the outcome
of the static game can be an equilibrium in the dynamic game within some

180f course when ¥ > 2 noniategration is less likely in the repeated setting. In fact,
nonintegration occurs only for strictly complementary assets.

7Holmstrom and Milgrom {1991) on the other hand make the same assumption about
the ownership of asset returns as Garvey.
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parameter range.

Klein and Leffler (1981) analyse reputation effects in assuring product
quality. They rely on external enforcement: all the customers learn if a firm
cheats and therefore a cheater loses all future sales. In our paper enforcement
is internal: reputation effects operate only within the contractual parties.18
When all the customers can observe low quality a question arises why quality
is not contractible in the first place. Klein and Leffler conclude that a price
premium assures good quality since the loss from deviation will be high.
Hostages play a role also in their model but quite a different one from ours:
nonsalvageable capital is bought to exhaust supranormal profits and to deter
entry in the industry.

'8The terminology of external and internal enforcement is from Hart and Holmstrom
(1987).
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Appendix
Proof of Lemma 3: The joint surplus maximizing investment is:

—1

y* o= e (A1)

and the punishment investment under nonintegration is:

N = [(1+ ) f2r)7D (A.2)

Inserting these investments in (18) and (19) we obtain:

ot e [1- (1)) e - (5] a

s i (59 7S (597]

Therefore the lowerbound for the discount factor under nonintegration is:

e = - (7] h- (597

- (57 =
Differentiating {A.5) with respect to u we obtain:
(5 o - (57 o520

[ (1+2-u) ]{( _p- (1;»)?11[(7_1)_(1_;&)_]}(&6)
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To simplify notation define € = (y—2) > —1 and n = (1 + p)/2. Since 0
< # < 1, then 1/2 < 5 < 1. Then (A.6) simplifies to:

- B &) — ik {14~ L2
FO = [t {arg - oo - L22])
—@+a[t—rw ] {1 +e) - nE (14+6) - (1-n)} (A7)

Next define v = r,u'b. Substituting v in (A.7) and simplifying we obtain:

Fle) = -l +e)(1—-v)+v(1 —n)/n
—24+e)1-v)[1+e)(1 =) +v(1 - 9n)
= (A—-wm)v-n)/n-e2+e)(1-v)? (A.8)

From v’s definition we have € = {[In(n)/In{v)] — 1}. Substituting this in
(A.8) gives:

Fyle) = (L—vm)(v —n)/9— {lin(n)/ n()]* ~ 1} (1 - »)?
= {v(1-n)"~5(1 - v)* in(n)/ n()*} /n

- (‘;’[’fﬂ(‘in‘z"’ o) = F)] (A9)

where f (v) = 5([:'4_(5}43. It is straightforward to show that:

-1
£

e<0el<r<y<l
0e1/2<v=9<1
0&a1/2<3<v<l

vV il A

£

Lemma 3 says that Fy(¢) = ¢. It is easy to verify from (A.9) that F,(0) = 0.
Furthermore Fy(e) = [f(v) — f(n)] . Therefore f'(v) > 0 for v € (0,1)
implies that F,(e) = ¢.

qon . L+ In())*  2mn(v)
Iy =+ o = Hh(w) (A.10)
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where k(v) = [2(1 — v)/(1 +v) + In(v)] and h(v) = (1 + v)in(v)/(1 — V)3,

h{v) < 0 for v €(0,1). k{1) = 0 and K (v} = (1 - v /v(l+v)? > 0 and
therefore k(v) < 0 for v €(0,1). Accordingly f'(v) = h(v)k(v) > 0 for
ve(0l).u

Proof of Proposition 8:  First note that 5* does not depend on p or A;.
Agent i’s punishment payoff under nonintegration is:

PP = Q.jz'_“_)v{w Pl (1—p) > — ) NI — (v (A11)
Total differentiation gives:
_Lonr m (1—p) — 1) 3””’
dPf fdp = (v —v; ) + 5 a# (A.12)

Consequently the aggregate punishment is decreasing in p:

. pr_ __—m et e
d(§* — P} — P§)/du = 5 B + o < 0. (A13)
Agent 2’s deviation payoff is:
1
pi= { ‘;#)v‘m LJUu-# (1-p) . !J) L (A.14)
By differentiating totally we obtain:
4P fdp = 50} ~45) (A15)
d(P{+ Py — S*)/dp= %(vf’+v§"—v;—v;) <0 (A.16)
Repeating the analysis for the integrated structure gives:
EERY; %
d(S* — Pf — PPYjd); = I Unl’) Lo ) (A.17)
2 O\
d(Pg + P{ — §™)/d>; = %( —u) <0 (A.18)
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Proof of Lemma 4: (i) §/(0) = §(1). The first-best and punishment.
investments are:

P = (0:/7)5D (A.19)
v = [(14 X)) 0:/29]5D (A.20)
o' = (0;/27)5D (A21)

Using these equations we obtain the lowerbound for the discount factor under
agent 1 control:

(o7 [1- (1)) 407 -(1)7)-
810y) = BayeTT (1 (B) 7T _ 107 [1- (1)) )
{5907 [1= ()7 + oo [1- (1))
(A.22)

We simplify notation by defining ff = (1 + );) /2, ¢; = a,-:’.‘l'_lr ande = (y—2).

o[t 7] 4o [1- ()] - Aaiz 4o [1 - 7]
~jei2+e) 1 (;)“L']

{(1 - Me(2+e) [1 - 77 + %c,-(z +e) [1 - (%) ”'] }4.23)

Next define i = 7j1/(1+9) gnd ¢ = 2-1/(1+e)

&y = /

10, = [(-Pat(-42)¢— (240 (1-5)
o = | -+ (1= §)es/2 |1
@+ (-7 -Ta+@+(0-¢e/2)  (A20)

ForA; =0:%=1/2and ¥ =gandforA\; =1:ff=land ¥ = 1. Substituting
these into (A.24) we obtain:
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I

&'(0) [(1—¢/2) (e +¢;) - 2 +e} (1 - B (e +¢3)/2]
[(2+€) (1 —¢) (e +¢5)/2
[(1-¢/2)— 2 +e)(1—¢)/2/[(2+6) (1 - ¢)/2} (A.25)

It

F1(1) = [(1-¢/2)c;— 2+ (1—8)¢;/2/12+€) (1 - $)es/2]
(1-9/2) - @+6)1-¢)/A/[2+e)(1-¢) /2] (A26)

This proves that §'7{0) = &1(1).

iu

(ii) 86N /0 = €.  The punishment investments under nonintegration are:

o = [(1 4 p) 0:/21]"D (A.27)

Substituting these into (33) we obtain (A.5); the lowerbound for nonintegra-
tion is equal when one or both agents have an investment. Therefore the
proof of Lemma 3 applies here.

(i) 8V (p) - &1 () = )-8 Zefor0<p=X <1 Since at
p=)\jn=’r}'andv=ﬁweobtain:

NI i . 1—m)-n(2+e)(1~-v)

MWy -8'%) = THopera -9
_(1-'1")cs+(1—¢/2)cj~n(2+6)(1fV)Ca
1-nE+e)(d-v)a+2+e)(1-¢)e/2
N (2+¢6)(1 —¢)ci/2
Q-2+ (i-v)a+(2+e)(1—d)c;/2
L(1-m)(1-¢)-21-n)(1-v)(1-¢/2)
+(1-2m2+e)(1-1)(1-¢) (A.28)

Note that 8"/ is not defined at p= 1.
Under joint ownership the punishment investments are:
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v/0 = (a:/27)FD (A.29)
And we have:

50— g0 — U=Tat(1-¢/0e -T2 +e)(1-Da—(24+6)(1-9)e/2
ST T-DE+U-a+@reo(-9e/2
(A-¢2)-@+e)(1-4)/2
C+ad-9)/2
L(1-)(1-9) -2 -7 (1 - ) (1 ~ ¢/2)
+(1-27)(2+e)(1-5)(1 - ¢) (A.30)

This proves that §"'(u) — §();) £ §7();) ~ 87 for 4 = A;. Therefore one
of the following has to be true:

(5) 8V () < 67(2;) < 6°°

(i4) 8"7(u) = 67(2,) = 67

(ii1) 8" (u) > £(;) > 87°

From Lemmata 2 and 3 we know that QM(O) = §'° and 3&""/3;1 = .
Therefore for y1 = A; = 0 and/or e= 0 §"' = §7° and (i1) holds. For u = \; €
(0,1) and & < 0 6" < 47 and therefore (i) holds. Respectively for o = ), €
{0,1) and € > 0 "' > §7° and (sii) holds. W
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