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1. Method I.  

Taking 
(r) 

(10) h (r) 	ai  
r 

as an estimate of the probability that an individual with a total 
number of r correct answers gives the right answer to question no 

i, we have 

i(r)e 
(1.2) h (r)  (r) E i  

It follows that the logistic transform (logit) 

a (r) 
(1.3) 1 (r)  = log 	-. 

1-hi(r) 	;717  r 

estimates 

(1.4) lir) 

 Now denote 

of 4 r) ,... 

finally by 
then leads 

log $(r)  log 

by 1S r)  the average - weighted somehow, or unweighted 

,4r) , similarly by 4')  the average of li /) ,...,lik) , and 

1. the total average of all the quantities l ir) 	(1.4) 

to the results 

l (r) 	log -e(r) 	iog 
(1 , 5? 	li t  ) 	log #4- log si p 

1 (1  ) w log e log ig 

where f and#denote the geometric means of the E i 's and thel0 r) te 

respectively. 

Here, however, the situation has been somewhat idealized. 



In practice we often meet cases where ai r)  is either 0 or nr  so the 

lir)  is - or + Therefore, before computing averages we have 1 
prepare the table of logits by eliminating rows and columns in suck 
a way that the block left over comprises no infinities. 

From (1.4) and (1.5) it is seen that 

(1.6) lir)  - 41) 	log 1;9  

and 

(1,7) lir)  - l(r)   l
og t!' 

In consequence we may at the same time check the model and estimate 
the parameters by preparing two sets of diagrams, one set by plottix 
for each r the logits li r)  against the averages IV, the other one 

plotting for each i the l ir)  against the other set of averages 1 (r)  . 

If the model applies, the points in each diagram should 
cluster around a straight line with unit slope, the position estimat 

ing the parameters on the right in (1,6) or (1.7)- These graphical 

estimates we denote by 

(1.8) 71 (r) 	log 

and 
Ei 

(19) l i 	log 

Now the eliminated part of the logit table may be utilised, 

We pet have to plot the li r) 's for each i previously left out againg 

l (r) , and the other way round for each omitted r, marking the + aos 
and - co's with arrows upwards and downwards, In this manner we dhoti], 

according to the model obtain further straight lines with unit slope, 
r) —f yielding supplementary estimates 1' 	and 1. The four corners where 

both r and i had been eliminated are easily included in the operation 



2. Method II,  

In the following sections we shall deviate somewhat from the 
notations in Studies I, chapt. X, in writing instead of eL Thus 

(2.1) it 

stands for the elementary symmetrical function of degree r in the va-
riables 	 and correspondingly 

(202) r(i i) 	ifr_ 1 (€ 1 7.0,e,,, 	i f 	 fek ) 

is the elementary symmetrical funotion of degree r-1 in the same va-

riables except ei o 

According to formulae (6.18) through (6.20) of chapt. X we 
have 
(2.3) l (r)  -zs log - 1 	log EV 

which compared with (1.2) suggests that 

(i) 
(2.4) log 4.( r) = log 

'`'` 
Or 

Thus the right hand term ought to be almost independent of i and within 
the simulation program it should be compared with averages of the 4 1 s 

for "individuals" with r in common. 

For a numerical study of the said term the polynomials (2.2) 

should be computed from the given e30. For that purpose it seems con-

venient first to compute the power sums 

(205)-1) = Eglf, p 	0, 1s  2, 

from them derive the yr 's by means of the recurrence formula 

(2.6) ry 	E,(_1)P-1.P-P 	0
=1, 	.0 for r>k, 

tr 
and finally apply the equations 

(207) li) KAIN, r e,  1, 2„.., 

starting from 

(2.8) Ai) 	1. 



3o method IIIe 

A slight modification in the application of the formulae 
(6.18) and (6.19) in chapt. X of the monograph leads to a clear cut 
separation of the variables referring to r and i. 

In fact s  from 
r(i) 

(3.1) h(r) 	6 vr-1  gyr  

and 
y(i) 

(3.2) 	1 _h(r-1) 	Or-1 • 	Yr-1 

we may eliminate O. Introducing the "quasi-logit" 

h (r)  
(3.3) kC r)  = log 	- 

7:1171-77  

we get 

(3.4) kir) P..- log Si 	log rj:iv, 

1r-1 from which log Si  and log 	may be estimated by Method I, 
Jr 

From the estimates of log 6=v  we may derive direct estimal 
Or 

of log yr  which again may be utilized in the distribution law 

(3.5) pla 	= .r(15 1/**°' 8k )  t?. 	r; 

(1) 

(cf. chapt. X (5.5)). 



Method IV, 

This method is based upon the empirical finding that a linear 
relation holds between 4 )  and the estimated log E i , viz. 

(4. 1 ) 4') as  1,3 log e i . 

Taken together with the relation from Method I: 

(402) lt)  gr• log 	+ log sit  
this would mean that 

(4,3) log 	0,3 log El:, 

The content of this apparently paradoxical equation is in-

vestigated in the following, 
In order to formulate the problem in more mathematical terms 

we consider the mean value Tr{a} of the score of theNO'th person in 
the i'th test. According to the model it equals 

(4.4) Vavi i 	= the probability of answering correctly where 

'Owls the liability" of the person, and e is the "easiness" of the test, 

Defining 4)  as 

(405) 11) 	
a 4

(e.. relative raw score in i'th test) 

we have 

(4.6) 
n 

V I = 	ay0 *; 
This mean value, however, is not to be understood as a mean 

value where the persons have been given the same set of weights for 
all values of 
mean value 

(4€7) inithn 

i. To bring this point to the fore we shall write the 

111 in the integral form: 

where E*69 is the cumulated distribution function in the actual collec-

tion of persons tested, • 



4.2 

From the mean value theorem of integral calculus it now 
follows that 

46 1.  
(408) fc:wc  dnfe, 
where is a mean value of-0-, depending, however, on E, 

Emperically we found this mean value to be a power of Eig 
and so we may ask if this is a theoretical possibility. This leads 
to the problem: Which functions H(419 satisfy the integral equation 

(4.9) j • (19i = 
co 

® 	 um(' 

The solution of this equation is deferred to sect; 5. 
In case that the linearity between loge& and log EI  holds0 

( we may check the model by plotting l ir)  against 4')  , seeing for each 

r if the points lie about a straight line with a fixed slope 1. 

Combining the relations of sect, 1 

(4.10) lir)  Az log 40+1.0g 

 1(.) 	logN9-ylog 

and the hypothesis 

(4.11) log= 	°1) log ei  
we find that 

(4,12) 1( r) 	1(®) 	log 4(r) , 

ie. that the reciprocal value of the slope fof the straight line is 

for any r equal to the in the integral equation. This IS, by the way 

must depend on the total group of persons under consideration. 

When testing (4012) we shall split the question into two parts: 

1, Does the linearity between IC I' )  and 10 hold for each r? 

2, Is the slope the same for all r's? 

In order to do so by means of the computing machine we need a numericua 

substitute for the obvious graphical control, Provided that the num-
ber of problems is large (50-100), the following procedure is suggest-

ed: 



items are selected: 
1 (r) 's and for which 

l (r) 's and for which 

r 3 sets of 
with finite 

possible. 
with finite 

possible. 

For any fixed 
I. 	10 items 

small as 
III. 10 items 

large as 

etween. 
is computed -7171 , 
_(r) i(r) and 

' 	II ' 

II, 10 items somewhere in b 

For each set the average 

and the average 1 (0f )  as well 

l (r) 

the total 1. i 's are as 

the total l oi 's are as 

111?  and 7•III  , say 
741, say, 

4 3 

The slope of the line is then computed from the extreme groups I and 

III as 

l(r) 	(r) 
(45,13) br 	

III - 

Next we may calculate the distance of the gravity center (1 11 , 	) 

of group II from the line thus determined 9  the equation of which 

becomes 

(4.14) yl (r) b,, (x 	T1 ) p 

the distance thus being 

(4.15) a, .311V - 	brahr. ) 	) 

In the formulae for the variances of b and d r we shall neglect the 
— (6) variation of 1 , —(6) 1  and 1 T , thus obtaining 

vr-tr) 	viI(r)1 
(4 1 6) V(br l 

- 

and 



4.4 

(4.,17) V t dr } 	 v 	) 	vf br i 	) 2 , 

in which we have to insert the variances for the 3 ordinates of the 
gravity centers 

(4.18) Va
i
r) 1 

	

 10 , (r)( 1  ...qr ) 	) / 
i = I, II, III. 

 h3  

In case of linearity for all r's the quantities 

(4.19) u 
d r 

r  ViTdTT 

should approximately conform to the u-distribution, At this stage th 

average, u, and the sum of squares SS u  may be helpful. 

In order to check on the identity of the slopes p r  we may 

apply a variance-ratio test to the b r 's. However, it may be more in-

formative to investigate the variation of b r  with r. In any case we 

need the weighted average 
Ebt/[131 

(4.20) 11^; = 	
r 	r , 

31171177-  

and the normalized deviations 
b 

(4,21) v 	r 
r tr-rfici 

as well as the sum of squares 

(4022) v2  --T= Ev.2 . 

Thus the answer to our questions requires the following two 

tables from the computing machine: 

r 	br 	NiV(br 	 vr 

(4.23) 
	 b 

r 	dr 

(4,24) 



5 Solution of an  integral equation.  

Substituting 

(5. 1 ) 39- .3 clt„ex , 	= 1, 	= e 	dii(A9') 	k(t)dt 
- 

in the integral equation 

(5.2) 	
dHO 1+6( 

= - 05. 
we get 

x+t 
(5.3) L -1---- k(t)dt .-. --S-41----e  . x+t 	

=  
x- 

	

i+e 	 1+WPx  1+e 
This equation may be solved by means of a LAPLACE-transfor- 

mation. For 0 < Re u<a ,  we have: 

( 5.4 ) 	e-ux 241 

ll 
dx :--- L,dx e-ux 2x+tA___LL dt .-- 1 k(t)dtLe

x+t -x e_ux  44  dx 
co 	co 	 co 	00 

1+e 
L 	

_43c, 	1+e 
1+iirl  

cx, 	00 (1-u)x 
----- f eutk(t)dt 	, dx. 

1+e' 

Now 

(1-u)x  5.5) I! e 	x 	dx sitnifu 100 1+e  

and accordingly 

(5.6) Le-ux e 	dx 
2En1 	= de-uYEZTuld 

1+e-d- 

which inserted into (504) gives 

kkt)dt ® de -14 21011 	u3, (507 ) 	eut,, 	 1 <Re u< 1  
sinVU 

To this equation we may apply an inversion formula generalizing that 
of LEVY: 



Fran 

(5.8) Leutpitldt f(u) 

it follows that 
iT 

(509) pit} 	lim 7iT e-tu  
640 9 T400 	IT 1g 	

^ (u)du, 

provided that this limit exists. 

The result is that 

Ir  (5 0 10) 1:(t). =ii 	t:o. 
e211V4-14-e-" •2co 

1 	sir 

WI."  cos 1----71-1, -1-c o(33.  
7:12MS...-172r,  

In order to prove this we first simplify (5.7) by putting 

(5 0 11) f(t) = k(ti). 

We then have to show that the solution of the equation 
00 	, 

(5.12) 4Leu-uf(t)dt sin u 
,4 <13<cmii<Re 114 

, s  

zr 
(503) f(t) = 

1 	eu-no 

e 3+1+,2cose 

According to the inversion formula 

(5014) f(t) tdupi<Re  41. 9  
zal 	

m-u 	u(100 Bin u 

which integral is absolutely and uniformly convergent for -=<t<i300 

In the poles 

(5.15) u = 	p = 	1 9  t 2, ... 

the integrand has the residues 

D (5016) ( °sin 
0 C!! ) 	La! 

cos 	1u = 
	

1 	
sin

r 

(e 	-e 

As f(t) is an even function and continuous in t = 0, we ne( 



5.3 

only consider the case t>00 
For large numerical values of u = 	the order of magnitude 

of the integrand becomes 

(5.17 ) 	sidft  ellYt  e-xt = r(1-Cyl-xt I  
'petty! 

It follows that the integrals along the paths0,0,and 

0 indicated in the figure tend to 0 as 
1 

x = 	C°  and ly1402. In consequence -f(t) equals the sum of the 

residues (5.16) taken over p 	1, 2, ...? i.e. 

(5.18) f(t) 
p=1 

(ri—t)§ 
(e 	-e 

Ori-t.i 
=1 -e 

Or -t4 i+e (41-t)3 

from which (5.13) follows immediately. 
The cumulated distribution function is 

	

. Tr 	 sin 
11 L -7-;  ---- -r— d t 	ar c t g --gr: 	c ----- (5.19) F(x) = 1 	eini3 

eli+e-64.2coal 	 e &coi 



6. Method V.  

This method is based upon the following lemma: 

If 	an  are independent variables and we set  

(6,1) y 1 	al  

Y2 = x 1 x2 

Yv = x1 x2 "" x  ......... 

y = xi  + x2  + 	xn  

then 
n 

(6A2) 	 ® 	1 Pixv 

Proof: To the identity 

(6.3) PlY1/0.-an i = PITIIY27...anIPIY21Y3f ,.. anigw , PlYn-1 17n 1 P 1  

we apply the relation 

(6.4) PlYn_213rn-1'Yn 
gli-2 9 Yn-1s Yn I  

PlYn-1 4nI 

P l Yn-2 5 Yn-1 1  

P l Yn-1 1  

P l Yn-2 an-1 v xn 1  

Yn-2IYn- 

and its analogues 

(6,5) PlYn_31Yn-2an-1an 1 ° PlYn-31Yn-2/' etc., 

thus obtaining 

(6.6) plyi „,"yn ) = PlY1lY2IPIY21Y31"'PlYn41lYn1PlYnI 

Furthermore 
, 	P13;/ _ 1 9y,j ) 	pfx4fyo l 

(6.7) pbrv _i lv = 	 ptx, 
V 

which immadiately leads to the desired relation 



Now 

(6.13) 
$0
rpicvk  . 	 kayo  

and therefore 
n ,k 

(6.14) plA1A*.1= ir . 	i=1 

tit . 

6.2 

(660 Pixil...,xn) = 	 PbrilY111)(x21Y210.13 1xn lYn 1PlYfil. 

Now to use this theorem to astimate the 	we we consider the matrix 

(6.91 	 A = (a0i ) 

of the scores of the persons V= 1 ? 0.0,n in the k test problems. For 

each row aVi  ... a in this matrix ?  we define the cumulated numbers of 

correct answers 

(6.10) elm = ao  

c1D2 avi aV2 

cft - 441 4. 1102 	°" 	1/0k n  

From the lemma it follows that 

(6.11)  y1 	sdk 	iyi Pf V 1c0i 1P1 Sik / n  

and by multiplication over 1,) we get 

n k 
(6.12) P{A} = Tr 17 (plavi kvi iPtc V=1 1.--21 

With a slight alteration in notation the formulae (503) and (505) in 

chapt. X of the monograph are: 
ag, evi 	adk 

t" k (6.13) 	 = 	Tr 	0 
(1) 	- 

6,,avitra  
(6.16) p(a 	= 	

., 
 

(14-eiosi ) 

is the symmetric polynomial of degree Not,  in the where ray, (S .  



variables 	 Dividing (6.15) into (6.16) we get 
c aVi Baft 

(63 1 7 ) p f avi  c., a 	j 	= '" 	k 

and summing over all possible combinations a9v .0.,80,. with a fixed 
total a., we find the two supplementary formulae: v• 

i1 ' - • 	?  (618) pla 	= 1'a.) =  f9•101 0.. ■ 2i9LY.A17.M., 

d svo  (e, 

ot3  I f  ° 0 	-1 'i-1-1 ° 	k 
a  . 1 ,.. 7 .1;) 

Applying them to the first i. test problems only we may write c 
a and get Ve 

Ei 
(619) pfavoli  = 11evi l = 

P 1 avi  
-1) 

d P „0 t bi ) evi  

= Ola y0 

For short we shall write ei_ l  an 
and 	so that the formulae 

(6e20) p[aol  = licvi l 

piao.  = 

for the Hvector" (s1 , 0 0 0. 	) 
become 

— 	V7)  
CVi 
OV ) t C 

Now consider the persons which have a fixed ctki 

a (c)  and b (c)  the number of them for which avi  =. 1 vi 	di 

(c) epectively, and by n . the total number of them: 41 

(6.21) n (t)i? )  = 	+ ° 

iY Denote by 

and a = 0, re- 



6.4 

For this group of persons we have 	 a(o) 	b(c) 

(6.22) IDIEJ.Vievt  . 	. 
n(c)) 

a(c)  ai 

from which we obtain the estimates: 

a(o) 	 ( 	) 
-7.1.1-77, 4 -1 	 and 

b°

anu. 
n""oi 	c 

b(c)  (6.24)  

There is some doubt left as to the stochastical independence for diffe-

rent i. In the following we shall assume it to be manifest. 

Dividing (6.24) into (6.23) and taking the logarithm we get 

(o) 
(6.25) log . ° 3; 	1 (. 	log g. .3- log L7-• 

Yogi:7 91 

C 	190GOTi .""10 

Summation over c yields 

(6.26) IL 1" / 	i log S, 
c-1 	 1 	j=i  log S i . 

For 1=1 this equation becomes 

	

1=2 fN 	 1-1 

	

(6.27) .  3E: 1%
e 
 -, 	(1=1) log 	):: log ej , 
i-I  

and by subtracting the two equations we obtain 

	

1-1 f po 	1-2 i,N 

	

(6.28) )7 1 1 	1:: 3.1 1 	(i=1) log oi clgg 	c=1 	 '61-1 
or 

EF 1-1 	(0)  (6.29) j. ,°77 tl  . 	
=

1  
st— 	. 

Estimates of the e.es ma now be obtained b successive additions. 



Putting 

(c) 
(6.30) k (c)  = log *i 

1-ht e-l i 

we have 

(6.31) IC )  =I log ei  + log 

0 . 

and consequently 

(6.32) 11 (.0 = 1 ( ? ) 	 S43 log 01 	 u4-1 

which provides a new estimate of the 
fr.) 

To control the model we may plot 113" against k (.?1 1  for fixed i and 
variable c If the model applieepthe points will cluster around a 
straight line with unit slope. 
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